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Two assembled germanium crystals, produced for use as neutron monochromators, are characterized by means of neutron and X-ray diffraction. The neutron and synchrotron experimental data (reflectivity profiles and topographs) are compared with calculations based on analytical models and Monte Carlo simulations. Our results show the limits of the standard theories and indicate that full Monte Carlo simulations can be a valid tool for interpreting real crystal reflectivities.

1. Introduction

Neutron monochromators are often based on the use of Bragg diffraction by non-perfect crystals. Perfect crystals are not suitable because of their narrow angular acceptance, which limits the outgoing flux. On the other hand, imperfect crystals, or crystals in which atomic planes suffer some imperfections or distortion, have much wider diffraction profiles and therefore higher integrated reflectivities. The most commonly used imperfect crystals for neutron monochromators are mosaic crystals. They can be considered as a collection of microcrystallites slightly misoriented with respect to a given direction. It is highly desirable to control the distribution and strength of this misorientation or mosaicity in order to match the experimental requirements of spectral and angular resolutions of the monochromated beam.

Germanium is a good candidate for use as a neutron monochromator because of its large coherent scattering length and small incoherent and absorption cross sections. Moreover, it is available in large perfect crystal ingots at a relatively low price. In order to use germanium as a neutron monochromator, some kind of distortion has to be introduced to increase the integrated reflectivity. Mosaic germanium monochromators are obtained by assembling thin wafers that have been deformed by alternate bending in a furnace. The total number of wafers is defined by the thickness needed to reflect the neutron beam efficiently. One of the advantages of these monochromators is the possibility of obtaining an anisotropic mosaic spread, which prevents neutron loss in the plane perpendicular to the scattering. The high-temperature plastic deformation of large perfect germanium crystals leads to a microstructural change with a resulting mosaic structure (Treviño & Mildner, 2004). The main difficulty is achieving mosaic crystals with a spatially homogeneous microstructure starting from a perfect single crystal. When these crystals are used as neutron monochromators, the presence of substructures can have two effects: lowering the peak reflectivity and producing non-uniform wavelength and intensity distributions of the reflected neutron beam. It happens that, during the deformation process, the crystal faces can ‘stick’ in the hot press and prevent gliding of the crystal planes as a whole. This is the reason for the presence of substructures in the crystals.

The homogeneity of the plastically deformed crystals depends critically on their thickness, so that neutron monochromators of a suitable thickness require the stacking of several wafers (Axe et al., 1994; Vogt et al., 1994). The crystal assembling process consists of gluing in a hot press, using thin aluminium or tin foils, the crystal layers that were previously bent and flattened to achieve the desired mosaic spread. The same method can be employed to assemble crystals of cylindrical shape, in which case the wafers are simply plastically bent and then glued, without a previous introduction of mosaicity. The plastic deformation produced by the curvature is in general sufficient for creating the imperfections in the atomic planes necessary to reflect neutrons efficiently.

In this paper, we discuss the neutron and X-ray characterization of two crystals assembled at the monochromator laboratory of the ILL. Both samples were obtained by stacking ten wafers, each 1 mm thick. One is a flat crystal, in which the wafers have suffered a deformation process with a resulting anisotropic mosaicity, with an average full width at half-maximum (FWHM) larger in the direction of deformation. In the second sample, the non-deformed wafers are simply bent to a cylindrical shape and assembled. The integrated reflectivities of these two crystals are similar, though the applications can be different.

2. Methodology for the data analysis

Two main experimental methods are used in this paper: (a) neutron and X-ray (synchrotron radiation) reflectivity profiles and (b) X-ray diffraction topographs. Since the crystals
studied in this work are to be used as neutron monochromators, it is natural to characterize them by neutron diffraction. However, neutron beams are usually far from being an ideal probe to illustrate the microstructure of the crystal, as they usually have a large divergence and spectral bandwidth. It is therefore desirable to complement the information obtained by neutron diffraction with that obtained using synchrotron radiation. The high degree of collimation and monochromacity presented by third-generation synchrotron radiation beams allows the measurement of diffraction profiles in almost ideal conditions. The recorded rocking curves can be compared directly with the theoretical profiles without further deconvolution. Moreover, using a micrometric beam, one can measure the diffracting properties on a very small scale giving an insight into the homogeneity of the crystal. This can be accomplished by means of X-ray topography. In the case of bent crystals, the measured rocking curves are the result of the convolution of the large divergent incident beam and the crystal reflectivity. Because the synchrotron beam has a negligible divergence with respect to the crystal angular diffraction range, it is straightforward to compare the measured rocking curves with the calculated diffraction profiles.

A summary of the experiments performed with the two samples under study is given in Table 1. The experimental rocking curves are fitted with diffraction profiles calculated using analytical formulae obtained for well known models. For flat mosaic crystals we use the mosaic model (Zachariasen, 1945; Sears, 1997), whereas for bent mosaic crystals we apply the layer coupling model (Hu & Fang, 1993). This model concerns mosaic crystals that have a distortion of the Bragg planes (bending or d-spacing gradient) along one direction.

The parameters adjusted in the fitting procedure were: the FWHM $\eta$ of the mosaic distribution $W(\theta - \theta_B)$ ($\theta$ is the grazing angle and $\theta_B$ is the Bragg angle), the scattering factor $Q$ and the attenuation coefficient $\mu$. We recall that the FWHM of the reflectivity profile is strongly related to $\eta$, but the two quantities are not coincident. The need to fit $\mu$ follows from several considerations.

(i) The slope of the diffraction profile of a bent crystal, which is asymmetric, is characterized by the attenuation.

(ii) In the case of neutrons, the sources of attenuation of the incident and diffracted beams are the absorption by nuclei, the thermal diffuse scattering by phonons (TDS) and the parasitic Bragg scattering:

$$\mu = \mu_{\text{abs}} + \mu_{\text{TDS}} + \mu_{\text{par}}.$$ (1)

The relative contribution of the three different terms in equation (1) depends on the neutron energy, the temperature, the Bragg planes and the crystal orientation. The absorption by nuclei has a linear dependence on wavelength and is not temperature dependent. $\mu_{\text{TDS}}$ is calculated as in the work of Freund (1983). $\mu_{\text{par}}$ includes all the intensity changes due to scattering from simultaneously excited reflections or multiple Bragg reflections. We give an estimate of the effect of parasitic reflections in the case of the bent germanium neutron data and show that this effect can be seen as an increase of the effective attenuation coefficient.

(iii) For the X-ray analysis of the crystals, the effect of photoelectric absorption and Compton scattering have to be taken into account. We have treated Compton scattering as an additional source of attenuation. The use of high-energy X-rays minimizes the photoelectric absorption. On the other hand, Compton scattering increases with energy. For germanium, this contribution to the attenuation coefficient has the same value as the photoelectric effect at about 150 keV.

We have also measured X-ray topographs by using lamellar incident beams. The Bragg diffracted beam was recorded using a CCD camera, for different sample orientations. The profiles of the topographs depend on the local crystal properties and on the experimental parameters, such as beam size. As the shape and intensity of the topographs cannot be evaluated using direct analytic methods, we have developed a Monte Carlo code (Alianelli, 2002; Alianelli et al., 2004) that simulates the beam propagation in imperfect crystals to reproduce numerically the topographs in a realistic way. The resulting simulations, which include experimental parameters such as the beam size, can therefore be compared directly with the experimental results.

### 3. Experimental

#### 3.1. Neutron experiments

The neutron measurements were performed at the T13 instrument, a two-axes diffractometer used for crystal tests at the ILL (see Fig. 1). The beam was monochromated by a Ge (311) crystal, so that our measurements were taken in a Bragg symmetric geometry. Since the crystal arrangement was in the parallel configuration, the recorded diffraction profiles as a function of the crystal rocking angle were not influenced by the incident-beam divergence. The beam size and divergence were reduced by using absorbing diaphragms and Soller collimators after the monochromator.
The use of high-energy photons is required to guarantee that the beam penetrates into the crystal a reasonable distance (of the order of a few millimetres), as compared with the neutron beam which has larger attenuation lengths (of the order of 1 cm). X-rays with energies above 80 keV are available from an asymmetric wiggler at the beamline ID15A of the ESRF. The synchrotron white beam was monochromated by a perfect bent silicon crystal in Laue geometry. The energy resolution $\Delta E/E$ was of the order of $\sim 10^{-3}$.

The method of recording diffraction topographs is represented in Fig. 2. The incident X-ray beam width is defined by absorbing slits to a few tens of micrometres. The Bragg diffracted beam is recorded using a CCD camera placed perpendicular to the reflected beam. In principle, if an incident lamellar beam is used, the camera records the intensity diffracted by the Bragg planes along the beam path in the crystal bulk. However, as the beam has a finite width, the recorded image is the convolution of the finite beam size and the local crystal properties. If the crystal is homogeneous, the intensity profile at the image is a smooth function, showing a decrease of intensity in the direction of scattering because of attenuation and secondary extinction.

3.2. Synchrotron radiation experiments

The use of high-energy photons is required to guarantee that the beam penetrates into the crystal a reasonable distance (of the order of a few millimetres), as compared with the neutron beam which has larger attenuation lengths (of the order of 1 cm). X-rays with energies above 80 keV are available from an asymmetric wiggler at the beamline ID15A of the ESRF. The synchrotron white beam was monochromated by a perfect bent silicon crystal in Laue geometry. The energy resolution $\Delta E/E$ was of the order of $\sim 10^{-3}$.

The method of recording diffraction topographs is represented in Fig. 2. The incident X-ray beam width is defined by absorbing slits to a few tens of micrometres. The Bragg diffracted beam is recorded using a CCD camera placed perpendicular to the reflected beam. In principle, if an incident lamellar beam is used, the camera records the intensity diffracted by the Bragg planes along the beam path in the crystal bulk. However, as the beam has a finite width, the recorded image is the convolution of the finite beam size and the local crystal properties. If the crystal is homogeneous, the intensity profile at the image is a smooth function, showing a decrease of intensity in the direction of scattering because of attenuation and secondary extinction.

4. Results

4.1. Ge flat assembled crystal

4.1.1. Neutron experiment. Fig. 3 shows two neutron reflectivity profiles for the flat assembled germanium crystal. They were measured by rotating the azimuthal angle $\Phi$ of the crystal by 90° with respect to one another. The azimuthal asymmetry of the mosaic distribution produces reflectivity curves with azimuthal asymmetry, with FWHM values of 0.099 and 0.057° in the two perpendicular directions, respectively. The two diffraction profiles in Fig. 3 have approximately the same peak reflectivity. Two procedures can be used to reproduce these peak values. (a) We use an anisotropic mosaic distribution $W(\theta, \Phi)$ having a given peak value but different
Table 2

Fitting parameters of the X-ray data in Fig. 5: FWHM $\eta$ and $\eta_2$ of $W(\theta - \theta_b)$, peak separation $\Delta$ and scattering factor $Q$.

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>90</th>
<th>90</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_b$</td>
<td>311</td>
<td>933</td>
<td>311</td>
</tr>
<tr>
<td>$\mu$ (cm$^{-1}$)</td>
<td>2.3</td>
<td>7</td>
<td>1.7</td>
</tr>
<tr>
<td>$\eta$ (°)</td>
<td>0.05</td>
<td>0.035</td>
<td>0.1</td>
</tr>
<tr>
<td>$\eta_2$ (°)</td>
<td>0.04</td>
<td>0.06</td>
<td>0.04</td>
</tr>
<tr>
<td>$\Delta$ (°)</td>
<td>-0.062</td>
<td>0.055</td>
<td>0.07</td>
</tr>
<tr>
<td>$Q_{\text{theor}}$ (cm$^{-1}$)</td>
<td>0.0013</td>
<td>0.000007</td>
<td>0.0007</td>
</tr>
<tr>
<td>$Q_\text{in}$ (cm$^{-1}$)</td>
<td>0.00105</td>
<td>0.00068</td>
<td>0.00065</td>
</tr>
</tbody>
</table>

The experimental data show the presence of grains, manifested by the presence of two or more overlapped peaks. Therefore, the fit was performed by using the mosaic model of Sears (1997) but with a mosaic distribution $W(\theta - \theta_b)$ given by the sum of two pseudo-Voigt functions with different FWHM values $\eta_{\text{in}}$ and $\eta_{\text{out}}$, shifted in angle by $\Delta$ with respect to each other. The fitting parameters are reported in Table 2. Fitting the data with a single-peak model (not shown) would give an average intrinsic mosaicity of $\eta \simeq 0.083°$, of the same order as that obtained by analysing the neutron data ($\eta_{\text{par}} = 0.07°$; see Fig. 3).

The presence of inhomogeneities is also shown by the diffraction profiles recorded for (311) at 90 and 120 keV along the crystal surface, as shown in Fig. 6. The peak reflectivity decreases by more than 50% over 10 mm along the surface. Furthermore, the surface plot at 90 keV shows some ripples. They are probably due to the non-ideally perfect flat shape caused by the deformation process. Contrary to the neutron data in Fig. 4, the position of the Bragg peak does not change with $Y$. By considering that the beam penetration is of the order of 100 $\mu$m (for the X-ray energies and angles reported here), we conclude that a possible residual bending is present in the crystal bulk but not at the surface.

4.2. Ge bent assembled crystal

4.2.1. Neutron experiment. The rocking curves of the (311) reflection with neutrons of $\lambda = 2$ and 1.75 A are reported in Fig. 7. The shape is a trapezoid (or triangular), which is typical of curved crystals. The angular spread of the incoming beam in the diffraction plane was $\Delta \theta \leq 0.02°$ and may be neglected. The experimental peak reflectivity, for $\lambda = 2$ A, is $\sim 60%$. In the case of a perfect bent crystal, a peak reflectivity of 98% would be expected according to the lamellar model (Albertini et al., 1976). The lower experimental peak reflectivity is explained by the presence of a mosaic distribution of the Bragg planes, which can be induced by the deformation and

![Reflectivity of flat Ge <311> at 1.64 Angstrom](image.png)

**Figure 4**

Neutron diffraction profiles versus angle and spatial coordinate $Y$, corresponding to the same experimental conditions as on the left in Fig. 3. Left: rocking curve recorded along the crystal surface. Right: contour of the plot on the left.
gluing of the wafers. The fit parameters (the fits are the dashed lines) were mosaicity \( \eta \), equivalent thickness \( d_{\text{fit}} \) and attenuation coefficient \( \mu \). These parameters are probably correlated to the scattering factor \( Q \), so we do not include \( Q \) as a fitting parameter. According to Zachariasen (1945), a \( Q \) value smaller than the theoretical one accounts for primary extinction in small perfect crystallites and has the effect of lowering the peak reflectivity without changing the shape of the diffraction profile. In other words, correcting \( Q \) is essential when diffraction is governed by secondary extinction due to mosaicity, and when primary extinction is also present. In our case, the value of the fitted residual mosaicity is quite small as compared with usual mosaic crystals, and therefore neglecting this \( Q \) correction is a reasonably good approximation.

The fit shows a discrepancy between the real crystal thickness of \( d = 10 \text{ mm} \) and the fitted reduced thickness \( d_{\text{fit}} = 7 \text{ mm} \). The explanation is not straightforward. One might simply say that \( d_{\text{fit}} \) is the thickness of the crystal volume seen by the beam, or the thickness corresponding to that part of the crystal which has not been damaged in the deformation and assembling process. Hence, for assembled crystals, the effective crystal volume used for diffraction is not simply determined by the geometrical thickness and the bending radius.

The fitted absorption coefficient is \( \mu_{\text{fit}} = 1 \text{ cm}^{-1} \) at \( 2 \text{ Å} \) and \( \mu_{\text{fit}} = 0.75 \text{ cm}^{-1} \) at \( 1.75 \text{ Å} \). The calculations with \( \mu_{\text{theor}} = \mu_{\text{abs}} + \mu_{\text{TDS}} = 0.14 \text{ cm}^{-1} \) (solid lines in Fig. 7) show a substantial increase of the integrated reflectivity. The high value of \( \mu_{\text{fit}} \) can be partially explained by the presence of parasitic reflections or by the reduction of the coherent scattering volume due to the deformation and gluing of the wafers.

4.2.2. Synchrotron experiment. Rocking curves for the bent assembled crystal were recorded with a photon energy of \( 120 \text{ keV} \), in Bragg symmetric geometry. The profile in Fig. 8 shows a peak reflectivity of 18%, which is lower than that predicted by the lamellar theory for a bent perfect crystal (31%). The same effect was also seen for the neutron case. A mosaicity of \( \eta_{\text{fit}} = 0.02 \text{°} \) was obtained from the fit. We also fitted \( \mu \) because the experimental FWHM was narrower than the theoretical value and, as explained above, this is due to attenuation. The result was \( \mu_{\text{fit}} = 2.2 \text{ cm}^{-1} \), whereas the theoretical value (neglecting parasitic scattering) is \( \mu_{\text{theor}} = 1.8 \text{ cm}^{-1} \).

Some considerations of the homogeneity of the crystal can be obtained from the plot of the rocking curves at different positions \( Y \) along the crystal as shown in Fig. 9. The contour plot shows that there is an approximately linear variation of the angular position of the Bragg peak corresponding to the bending radius \( R = 5.7 \text{ m} \). The width of the rocking curve along \( Y \) is constant, but the peak reflectivity decreases with decreasing \( Y \); this is probably the effect of a smaller diffracting volume due to the limited crystal length (6 cm).

4.3. Discussion

The analysis of the neutron and synchrotron rocking curves for the flat assembled crystal has shown that experimental data can be interpreted using the standard model of mosaic crystals,
Experimental neutron reflectivity versus $(\theta - \theta_b)$ (+ symbols) of the bent crystal at 2 Å (left) and 1.75 Å (right). The dashed lines give the fit with the free parameters: mosaicity $\eta$, equivalent thickness $d_{\text{eq}}$, and attenuation coefficient $\mu$. The equivalent thickness is $d_{\text{eq}} = 7$ mm. The other parameters are: $\eta = 0.03$ and $\mu = 1$ cm$^{-1}$ (left); $\eta = 0.017$ and $\mu = 0.75$ cm$^{-1}$ (right). The actual crystal thickness was 10 mm and the calculated attenuation coefficients are $\mu_{\text{theor}} = 0.145$ cm$^{-1}$ (for $\lambda = 2$ Å) and $\mu_{\text{theor}} = 0.14$ cm$^{-1}$ (for $\lambda = 1.75$ Å). The solid lines correspond to a model with the nominal attenuation coefficient, an equivalent thickness of 9 mm, and mosaicity as specified above. In this case, in order to reproduce the peak reflectivity without fitting $\mu$, it was necessary to use $Q = 0.5Q_{\text{theor}}$ (left) and $Q = 0.7Q_{\text{theor}}$ (right).

Figure 6
Left: X-ray rocking curves recorded as a function of $Y$ along the crystal surface for the case shown in Fig. 5. The structures appearing on the tails, more visible in the upper surface plot, are due to real imperfections and not to noise or erroneous normalization. Right: contours of the plots on the left.

Figure 7
Experimental neutron reflectivity versus $(\theta - \theta_b)$ (+ symbols) of the bent crystal at 2 Å (left) and 1.75 Å (right). The dashed lines give the fit with the free parameters: mosaicity $\eta$, equivalent thickness $d_{\text{eq}}$, and attenuation coefficient $\mu$. The equivalent thickness is $d_{\text{eq}} = 7$ mm. The other parameters are: $\eta = 0.03$ and $\mu = 1$ cm$^{-1}$ (left); $\eta = 0.017$ and $\mu = 0.75$ cm$^{-1}$ (right). The actual crystal thickness was 10 mm and the calculated attenuation coefficients are $\mu_{\text{theor}} = 0.145$ cm$^{-1}$ (for $\lambda = 2$ Å) and $\mu_{\text{theor}} = 0.14$ cm$^{-1}$ (for $\lambda = 1.75$ Å). The solid lines correspond to a model with the nominal attenuation coefficient, an equivalent thickness of 9 mm, and mosaicity as specified above. In this case, in order to reproduce the peak reflectivity without fitting $\mu$, it was necessary to use $Q = 0.5Q_{\text{theor}}$ (left) and $Q = 0.7Q_{\text{theor}}$ (right).
as described by Zachariasen (1945) or Sears (1997). However, a number of questions must be addressed.

The original model suggests that mosaic crystals are made of a number of small perfect crystallites that are oriented around a main direction. Usually, the distribution of the crystallites is assumed to be Gaussian and uniform, and its FWHM gives the nominal mosaicity of the crystal. In our case, the crystals are made of germanium wafers that have suffered a heating and deformation process in order to increase mosaicity, and then assembled into a thick crystal. Although this process does not, in principle, produce an ensemble of independent microcrystallites, our results show that the model of Zachariasen (1945) and Sears (1997) agrees reasonably with experimental data.

The mosaic crystallite distribution is anisotropic in the case of the flat assembled crystal, as shown in Fig. 3 (neutrons). Moreover, when a microprobe is used (synchrotron), the rocking curve can reveal the existence of crystal microstructures or blocks, producing a splitting of the rocking curve into several superimposed curves (Fig. 5). Thus, it is necessary to use a more general crystallite distribution. In our case, the sum of two pseudo-Voigt functions gives good results. The mosaicity value, which determines the FWHM of the rocking curve and contributes to the peak reflectivity, is not constant along the crystal surface, as the mesh plots in Fig. 4 (neutrons) and Fig. 6 (synchrotron) show. This proves that the deformation induced in the crystal is not homogeneous, and different blocks or regions illuminated by the beam have different diffraction powers. In order to obtain good fits of the experimental rocking curves, it is necessary to fit not only the mosaic distribution and value, but also the scattering factor $Q$. The theoretical value corresponds to the case of negligible primary extinction (Zachariasen, 1945). Hence, the departure of the fitted $Q$ from the theoretical value is a measure of primary extinction. Although in theory it is possible to relate this deviation from the theoretical value to the crystallite thickness, this is far from being realistic in our case, where the mosaic crystal is not made by independent microcrystallites but from deformed crystal wafers. Therefore, the lower $Q$ is related to the non-ideal structure of the crystal.

Some comments can be made regarding the bent crystal data.

(a) We must include a mosaicity in the individual wafers in order to recover the experimental peak value. Otherwise, using a perfect crystal model, a much higher peak reflectivity would be obtained. This implies that the theoretical model of Hu & Fang (1993) must be used, and not that of Albertini et al. (1976).

(b) The residual mosaicity obtained from the fits is quite small (0.023°). Hence, the main parameter that determines the
X-ray topographs of the assembled flat crystal at $E = 90$ keV for the (311) Bragg planes. The images were recorded at the angles indicated in the plot in the first row, with steps of 0.01°. The Bragg angle at this energy is 2.3° and the slit width was 100 μm.
width of the rocking curve (apart from the bending radius which is not a fit parameter) is the crystal thickness, and this must be adjusted to an effective thickness in order to reproduce the experimental data.

(c) The slope of the reflectivity curve is determined by the attenuation factor. As shown in Fig. 7, we found an effective thickness of about 70% of the real one, and an attenuation factor of about five times the nominal value. This is probably due to parasitic reflections. In the case of X-rays (Fig. 8), the discrepancies between the fitted and the theoretical values are not so dramatic (+20%), because of the much higher attenuation of X-rays than of neutrons, making parasitic Bragg scattering less important. The intensity of parasitic reflections depends on the crystal mosaicity, orientation and on the incident-beam energy spread and divergence. Their approximate intensity can be calculated using the MAMON code (Sánchez del Río & Dejus, 1998), based on the method of Cole et al. (1962) for indexing the reflections. Their intensity is calculated with an approximated method, valid for powder crystals, described by Yvon et al. (1977). By considering an incident beam with Δλ/λ = 5% (of the same order as the resolution in the neutron measurements), the maximum neutron intensity subtracted by all the parasitic reflections, at λ = 2 Å, is ~20%. This value would give an additional attenuation of the beam equal to μpar = 0.07 cm⁻¹. This would give μteor = μabs + μTDS + μpar = 0.215 cm⁻¹, whereas we found μfit = 1 cm⁻¹. Hence the experimental value has to be explained by some other reason. Similar to the effective thickness, the high attenuation might originate from the reduction of the coherent scattering volume due to the deformation and gluing of the wafers.

5. X-ray topographs

X-ray topographs can be recorded for a direct visualization of the crystal blocks that contribute to the diffracted intensity. Figs. 10 (E = 90 keV) and 11 (E = 120 keV) report flat crystal images taken at different positions of the rocking curve (i.e. for several incident angles). These images clearly resolve layers, grains or blocks that contribute to the diffracted intensity. In the case of quite smooth topographs, as in positions (13) in Fig. 10 and (3) in Fig. 11, one can compare the horizontal line profile in the image (calculated by integration over the vertical direction) with results of simulations (Fig. 12). The numerical calculations were carried out using MOSAIC, a Monte Carlo code developed for the simulation of Bragg diffraction by imperfect crystals (Alianelli, 2002; Alianelli et al., 2004). This program performs a detailed simulation of the beam propagation in the crystal and can therefore be used for detailed comparisons with experiments as presented here. For this, we need to define the geometry and energy of the incident beam, the crystallite thickness (1 μm in our calculations) and misalignment distributions, and the physical parameters (material, attenuation coefficient, reflection and transmission probabilities, etc.). The code tracks many photon rays, calculating the full trajectory as it traverses or is reflected by the individual crystallite. Statistical analysis of the tracked rays gives information on several parameters that would be difficult to calculate from first principles, like multiple scattering, and simulates experimental data as in topography measurements.

An interesting question is whether the different illuminated zones in Figs. 10 and 11 correspond to different wafers or if they are a proof of the ripples that appear also in the surface plot (see Fig. 6). We can assess this by comparing the simulation results to the image (5) in Fig. 10, corresponding to θ = θHN = 0.08°, and in positions where the structures are more visible. The MOSAIC program keeps track of the maximum depth reached by the simulated photon trajectories in the crystal. The simulation shows that, because of high attenuation, only those rays reaching a maximum penetration depth of approximately 0.4 mm have a non-negligible probability of being observed at the detector. Hence, according to the simulation result, the structures do not correspond to the wafer separa-

Figure 11

X-ray topographs of the assembled flat crystal at E = 120 keV for the (311) Bragg planes. The angular positions at which the topographs were recorded are indicated as squares in the plot in the first row. The Bragg angle at this energy is 1.7° and the slit width was 100 μm.
tion, but most probably to ripples in the first crystal wafer.

The topographs of the bent crystal (Fig. 13) show more uniform patterns than for the flat crystal; however, some structures are evident in the images labelled (1) and (2). If we compare the profile of the image labelled (6) with the Monte Carlo results using the value of \( \mu \) obtained from the fit in Fig. 8, we find excellent agreement (Fig. 14). It is interesting to note that even though the crystal is bent, the profile is symmetric because of the convolution between the beam finite size and the bending of the crystal planes.

6. Conclusions

The experimental data and calculations provide a detailed characterization of two germanium samples that were produced for use as neutron monochromators. Neutron curves show good reflectivity, in agreement with the theory, but some parameters (scattering factor, attenuation coefficient, reduced thickness) need to be adjusted ad hoc. The X-ray analysis reveals some non-ideal features related to the inhomogeneous structure of the wafers forming the assembled crystals. The
reflectivity data have to be fitted with a mosaic distribution with more than one peak. This is also seen in the topographs that show the presence of ripples in the first wafer, especially for the flat (and more deformed) crystal. This paper presents a thorough characterization with different complementary techniques (X-ray and neutron beams, reflectivity and topography) of assembled germanium crystals. All experimental results are analysed with quantitative calculations, fits and Monte Carlo simulations. The results show the limits of the present theories and of the mosaic crystal fabrication technique.
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