X-ray Reflectivity of Curved Alpha-Quartz Crystals
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Abstract

X-ray reflectivity curves at 20 keV photon energy of alpha-quartz spherically curved crystals have been measured using a micrometric synchrotron beam at the ESRF BM5. Six thin quartz crystals samples with curvature radii of 150 and 230 mm have been studied. Experimental results are compared with diffraction profile calculations using a lamellar model and a good agreement is found.

1. Introduction

Alpha-quartz is a natural or synthetic hexagonal crystal. Its point group is 32 and its space group is P321. It is stable below 574.3 °C [1]. Above this temperature it changes to beta-quartz. At 867 °C it becomes HP-tridymite and finally at 1470 °C it changes to beta-cristobalite. It melts at 1727 °C. Alpha-quartz monocrystals of quite good quality are not very difficult to find in natural state, and they are widely used for X-ray optics (X-ray monochromators and spectrometers). Different cuts and harmonic orders allow to diffract X-rays in a very wide spectral range [2] from λ = 0.142 Å (E ~ 87 keV), using quartz (502) to 8.12 Å (~1.5 keV) using (100).

For X-ray spectrometers and X-ray imaging applications, it is interesting to curve the crystal surface to a spherical, cylindrical or toroidal shape, in order to focus monochromatic radiation into a focal line or point. These spectrometers require a high crystal perfection and a very good optical accuracy of the crystal surface. A method to obtain such a crystal is to cut a plane thin (50–100 μm) layer of quartz along a particular crystallographic direction and bond it to a polished glass substrate [3]. These crystals are widely used for applications in association with plasma X-ray sources: plasma analysers [4], backlighting schemes [5–7], etc. They can also be used to exploit the plasma sources as X-ray sources for different applications, e.g., quartz curved crystals can be used to produce quasi-parallel (with divergence up to 1 mrad) beams by using a plasma source [8], and for microscopy applications [9–11]. Many commercial spectrometers working with conventional X-ray tube generators are equipped with quartz crystals.

In this work we present X-ray reflection profiles for different quartz crystals of thickness about 60 μm curved to spherical shape with curvature radii of 150 and 250 mm. These crystals have been used in plasma applications. The objective of this study is to record experimental information that could help in assessing the usability of these crystals for a given application. In addition, we wanted to study if the crystal quality is good enough that the experimental reflectivity could be accurately predicted using theoretical models.

From the experimental point of view, the diffraction profile should be measured by rocking the crystal using a monochromatic pencil (collimated and with infinitesimal cross section) X-ray beam. These conditions are very difficult to match using conventional X-ray sources, therefore, it is difficult to find experimental results in literature. When using curved crystals with rather high curvatures (R ~ 10 mm), the incident beam cross section in the diffraction plane is particularly critical, because it produces an angular spread when projected onto the crystal surface, and this spread must be kept smaller than the width of the diffraction profile. The extraordinary characteristics of monochromacy and collimation of the synchrotron beam make it appropriate for this type of measurements. Moreover, the beam cross section can be reduced to a micrometric size using a guard slit, keeping a beam intensity high enough to perform rocking curve measurements. Additionally, X-rays can be tuned to the desired wavelength. The measurements results will be compared with the lamellar theory, which consist in assuming a bent crystal made from thin layers of perfect crystal (where dynamical theory applies) and then the effect of the curvature in the reflectivity is seen by (incoherently) adding the contribution of the lamellae.

2. Experimental

The experiments were performed at the ESRF beamline BM5. The source was a bending magnet with critical energy of 19 keV. The beamline is equipped with a double plane crystal Si (111) monochromator delivering a monochromatic beam (20 keV) with an energy resolving power E/ΔE of about 10^4. An entrance slit upstream from the sample defined a beam cross section of 8 μm (horizontal) and about 1 mm (vertical).

The quartz samples were mounted in a diffractometer. The diffraction plane was horizontal. The rocking curves were measured by performing a θ-2θ scan. A silicon diode detector was used to record the diffracted intensity. The rocking curves were normalized using the direct beam intensity counting, thus obtaining values of absolute reflectivity. Four quartz samples with curvature radius of R = 150 mm cut along the Bragg planes with Miller indices
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of (100), (110), (203) and (011) and two more samples with $R = 250\, \text{mm}$ with (100) and (011) were studied. Note that our notation $(hkl)$ is equivalent to the often used notation $(hkil)$ where $i = -(h+k)$. The crystal wafers had a thickness of approximately $60\, \mu\text{m}$ and an optical surface of about $1 \times 1\, \text{cm}^2$. They were prepared by gluing the wafers to an optically polished glass substrate. The selected quartz crystals have passed optical tests before being processed. They correspond to Grade 1 quality. The bending process does not alter the quality of the crystals, as it was shown in [12] for the case of mica crystals.

The main parameters of the experimental results (peak reflectivity, full-width at half-maximum (FWHM) and integrated intensity) are summarized in Table I. The experimental rocking curves have a typical triangular or trapezoidal shape (see Fig. 1). In both cases, the atomic layers placed closer to the crystal surface reflect stronger. They are responsible for the peak reflectivity values. The atomic layers that are found deeper in the crystal bulk are slightly disoriented (non-parallel) with respect to those close to the surface, due to the curvature. Therefore, the beam arrives onto them with a slightly different incident angle. In addition, the attenuation is more important for deeper layers, thus giving lower reflectivity. This explains the triangular profile. In the particular case that the crystal is thinner than the distance that the beam would penetrate into the crystal, a part of the “triangle” is missing, and the profile shows a trapezoidal shape.

The experimental rocking curve is a convolution of the diffraction profile with the beam divergence. With an ideal pencil beam (no divergence, zero cross section, and infinite resolving power), both the rocking curve and the diffraction profile match perfectly. The width of the diffraction profile for a bent crystal is several times the Darwin width. In our case, it is of the order of a mrad, depending on the curvature of the Bragg planes. The diffraction profile is wider than the perfect crystal one, because different orientations of the incident beam can satisfy the Bragg’s law at different depths.

Table I. Peak reflectivity, rocking curve FWHM integrated intensity [deg] from experimental rocking curves. The Bragg angle is also indicated.

<table>
<thead>
<tr>
<th>$R$ [mm]</th>
<th>Reflection</th>
<th>Peak</th>
<th>FWHM [deg]</th>
<th>Integrated Intensity</th>
<th>$\theta_B$ [deg]</th>
<th>Sample number</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>011</td>
<td>0.123</td>
<td>0.162</td>
<td>20.5 $10^{-3}$</td>
<td>5.32</td>
<td>5</td>
</tr>
<tr>
<td>203</td>
<td></td>
<td>0.016</td>
<td>0.129</td>
<td>1.85 $10^{-3}$</td>
<td>10.69</td>
<td>4</td>
</tr>
<tr>
<td>110</td>
<td>0.022</td>
<td>0.077</td>
<td>2.5 $10^{-3}$</td>
<td>13.03</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>220</td>
<td></td>
<td>0.014</td>
<td>0.104</td>
<td>1.13 $10^{-3}$</td>
<td>14.62</td>
<td></td>
</tr>
<tr>
<td>330</td>
<td>0.0021</td>
<td>0.066</td>
<td>0.13 $10^{-3}$</td>
<td>22.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>0.0185</td>
<td>0.150</td>
<td>2.49 $10^{-3}$</td>
<td>8.57</td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>0.0026</td>
<td>0.100</td>
<td>0.24 $10^{-3}$</td>
<td>12.79</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>400</td>
<td>0.0037</td>
<td>0.072</td>
<td>0.25 $10^{-3}$</td>
<td>16.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>011</td>
<td>0.191</td>
<td>0.136</td>
<td>23.5 $10^{-3}$</td>
<td>5.32</td>
<td>6</td>
</tr>
<tr>
<td>203</td>
<td>0.027</td>
<td>0.073</td>
<td>1.88 $10^{-3}$</td>
<td>10.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.048</td>
<td>0.152</td>
<td>7.46 $10^{-3}$</td>
<td>4.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>0.032</td>
<td>0.108</td>
<td>2.96 $10^{-3}$</td>
<td>8.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>0.051</td>
<td>0.071</td>
<td>0.32 $10^{-3}$</td>
<td>12.62</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>400</td>
<td>0.0074</td>
<td>0.052</td>
<td>0.35 $10^{-3}$</td>
<td>16.94</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. Calculation of diffraction profiles

Diffraction of X-rays by flat undistorted crystals is well understood in terms of the dynamical theory of diffraction [13–16]. The extension of the dynamical theory to treat deformed crystals has been formulated and treated by many authors. See [17] for a recent and complete review.
Most methods start from Takagi’s [18] differential equations, which include a term to deal with deformations. These equations have (complicated) analytical solutions in only few cases, and are usually treated by numerical integration. Curved crystals can in most cases be treated as a particular slight depth-dependent-only deformation, which allows to write the Takagi equations as a second degree ordinary differential equation [19] that can be numerically integrated. Some computer programs use this method [20]. However, a very simple computational model (hereafter called the lamellar model) was used to compute curved crystal neutron diffraction profiles [21–23]. The lamellar method was also applied to X-ray diffraction and its results checked against the original results of Taupin [24]. The model was successfully used for X-ray applications [25–27]. A computer program using this and other methods for curved crystals [28] was developed and is freely available [29]. We have used this code for the analysis presented here.

The main idea of this method is to decompose the crystal (in the direction of beam penetration) into several layers of a suitable thickness. Each layer behaves as a perfect crystal and the diffracted and transmitted beams are calculated using the dynamical theory for plane crystals. The different layers are misaligned with respect to the others in order to follow the curved surface of the crystal plate.

An angular parameter \( y \) (related to the deviation of the incident angle from the Bragg angle) is assumed to be a function of the depth from the crystal entrance surface for a fixed direction of the incident beam. At the entrance surface the \( y \) value is called \( y_0 \) and is identical to the \( \gamma \) variable of Zachariasen [14]. The Darwin perfect crystal profile, in Bragg geometry, without absorption, has an angular width of \( 2y_0 \). A given angular difference \( \tau \) from the Bragg angle will have an \( y_0 \) value of:

\[
y_0 = \frac{1 - b \Psi_0 + b \tau}{\sqrt{\left| P \Psi_P \right|}}
\]  

(1)

where \( b \) is the asymmetry factor, \( \Psi_P \) is the Fourier component of the electrical susceptibility \( \Psi_0 \), and \( P \) is the polarization factor. For a crystal with cylindrical curvature in the diffraction plane (this includes the spherical case) of radius \( R \), and a thickness \( t \) it holds \( y = y_0 + cA \), where \( A \) is the reduced thickness defined as:

\[
A = \frac{\pi P|\Psi_P|}{\sqrt{\sin(\theta_B - \alpha) + \sin(\theta_B + \alpha)}} t
\]  

(2)

where \( \alpha \) is the asymmetry angle. The parameter \( c \) is a dimensionless quantity related to \( R \) through:

\[
c = \frac{\sin(\theta_B - \alpha)(b - 1)}{\pi|\Psi_H|^2bR} \left[1 + b(1 + v)\sin^2(\theta_B + \alpha)\right]
\]  

(3)

where \( v \) is the Poisson ratio of the used material. Each perfect slab has a reduced thickness \( \Delta A = 2/c \) and a misorientation \( \Delta y = 2 \) relative to the adjacent ones. In other words, the reflecting profiles of the individual layers will pile one close to another under the hypothesis that their width is \( 2y_0 \). This is a reasonable condition only in the case of thick crystal approximation for the individual layer.

If the layer is thinner than a given quantity (extinction depth) the width of the perfect crystal diffraction profile becomes broader. The total reflectivity of the given set of layers can be computed by writing the energy balance for the different layers, which leads, in the case of \( n \) layers to:

\[
\frac{I}{I_0} = \sum_{j=1}^{n} r_j \left( \prod_{k=0}^{j-1} t_k \exp(-\mu S_k) \right)
\]  

(4)

where \( S_k \) is the X-ray path inside the \( k \)th layer, \( \mu \) is the absorption coefficient of the crystal material, \( r_i \) and \( t_i \) are the (power) reflectivity and transmission ratio for the \( i \)th layer, respectively. Validity and limitations of this model have been analysed in literature [25,27,30]. We can summarise them as:

1. The crystal deformation (radius of curvature) is small (large) enough to assume that the individual layers are perfect crystals.
2. The crystal must be “thick” enough to guarantee that a “sufficient” number of layers contribute to the total reflectivity.
3. The incident beam path inside the crystal is a straight line (not always true, see [31]).
4. The model supposes that the width of the individual layer profile is \( 2y_0 \), thus “thick” crystal approximation applies. This is a good approximation for small values of \( c \) (proportional to \( 1/R \)), typically 10 to 100. If \( c \) becomes large, it implies that each layer for \( \Delta y = 2 \) will be very thin. A very large number of layers will be needed, each layer contributing to a small amount of final intensity. Large values of \( c \) typically occur for high curvatures or high reflection orders. Although this is an important limitation of the model, as pointed out by [30], we obtained good agreement with experiment also in these cases.

From the practical point of view, we shall consider now how the simulation parameters affect the resulting diffraction profile. The width of the profile depends on the crystal curvature and thickness. The thickness may have a “cutting” effect in the left edge of the profile, resulting from the fact that crystal material that would diffract in the thick case is missing. The slope of the profile’s “ceiling” depends on the absorption coefficient. A more pronounced slope means more absorption. Zero absorption would give horizontal curves.

A very important factor to consider is the temperature factor, \( DW = \exp(-M) \), which multiplies the structure factor, the main ingredient of \( \Psi_H \). Computation of accurate values of the temperature factor is cumbersome, and a “simple” Debye–Waller term is usually applied (even in the case that this is only valid for cubic lattices):

\[
DW = \exp(-M) = \exp(-(B_0 + B_T)(\sin\theta_B/\lambda)^2)
\]  

(5)

where \( B_0 = 3h^2/2k_BT_0A \), with \( h \) denoting Planck’s constant, \( k_B \) the Boltzmann constant, \( T_0 \) the Debye temperature and \( A \) the average atomic mass number. The \( B_T \) term is temperature-dependent: \( B_T = 4B_0\Phi(\lambda)/\lambda \) where
The ratio temperature over the Debye temperature \( x = T/T_D \) and \( \phi(x) = x^{-1} \int_0^x \frac{\text{d}x}{e^{x} - 1} \). Clearly, high harmonic reflections (smaller \( d \)-spacings) will reduce the \( DW \) factor significantly. This has a dramatic effect on the peak intensity of the calculations. As a matter of fact, \( DW \) can be used as an “adjustable” parameter in the simulations. This is also justified because there is no agreement on the values of the Debye temperature in literature. In our case, we found that the value of \( DW \) used to agree with experimental results is about 5–10% smaller than the one calculated using numerical values for quartz listed in [32].

Figure 2 shows the parametric dependence of the calculated diffraction profile. We show that the temperature factor contributes to the diffraction profile in a vertical scaling. A change in curvature radius will affect both the peak value and the width of the curve. The crystal thickness only affects the width (for thick crystals, where the shape of the profile is trapezoidal), and the absorption coefficient affects the slope. Regarding the absorption coefficient, we see a small effect in the profile slope for variations of ±20% of the nominal value. The effect of the absorption coefficient is therefore less important as compared with the other parameters. In our simulation, we have calculated it starting from the photoelectric cross section, meaning that absorption and scattering due to inelastic processes (basically Compton) are neglected. The inelastic cross section for quartz at 20 keV amounts to less than 6% of the total cross section, so the fact of neglecting inelastic processes is well justified.

### 4. Comparison experiment-theory

The experimental rocking curves have been compared with calculated diffraction profiles. See Fig. 3 and Table II. The procedure was to compute the diffraction profile for the given reflection using a thickness of 60 \( \mu \)m and a \( DW \) as calculated using formula (5) with a mean atomic mass of \( A = 20.03 \) and Debye temperature of \( T_D = 500 \) K [32]. Then, the calculated profile was convoluted with a Gaussian of FWHM equal to \( \Delta_2 = (s \sin \theta_B)/R \) in order to take into account the angular spread of the beam onto the crystal due to curvature. In most cases, two parameters were manually refined (not fitted) to arrive at a better agreement. These parameters were \( DW \) and crystal thickness. \( DW \) controls the peak value and usually the adjusted values were about 5–10% smaller than the first predictions. The crystal thickness was changed to improve the agreement in width. Although the nominal thickness of the samples is 60 \( \mu \)m, no precise measurements on this value (nor on the curvature radius)
were done, and the values could change from one crystal to another. It is therefore justified to readjust this parameter.

For practical purposes, an adjustment of the thickness could also imply a change in $R$, as the parameters are correlated in

Table II. Parameters adjusted for the numerical calculation of the diffraction profile in order to agree with experimental profiles. Graphical results are shown in Fig. 3. The $\Delta_2$ value is the FWHM of the Gaussian function used for convolution of the calculated diffraction profile for including angular spread on the crystal surface. The Bragg angle and the $c$ parameter (see text) are also included.

<table>
<thead>
<tr>
<th>$R$ [m]</th>
<th>Reflection</th>
<th>Thickness [µm]</th>
<th>DW adjusted</th>
<th>DW theory</th>
<th>$\Delta_2$ [deg]</th>
<th>$\theta_B$ [deg]</th>
<th>$\epsilon$</th>
<th>Sample number</th>
</tr>
</thead>
<tbody>
<tr>
<td>011</td>
<td>60</td>
<td>0.95</td>
<td>0.984</td>
<td>0.033</td>
<td>5.32</td>
<td>18</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>022</td>
<td>75</td>
<td>0.88</td>
<td>0.936</td>
<td>0.016</td>
<td>10.69</td>
<td>160</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>203</td>
<td>65</td>
<td>0.80</td>
<td>0.907</td>
<td>0.014</td>
<td>13.03</td>
<td>78</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>110</td>
<td>70</td>
<td>0.95</td>
<td>0.970</td>
<td>0.024</td>
<td>7.25</td>
<td>112</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>220</td>
<td>0.82</td>
<td>0.885</td>
<td>0.012</td>
<td>14.62</td>
<td>227</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>330</td>
<td>150</td>
<td>0.65</td>
<td>0.759</td>
<td>0.008</td>
<td>22.20</td>
<td>1039</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>65</td>
<td>0.90</td>
<td>0.960</td>
<td>0.021</td>
<td>8.57</td>
<td>148</td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>70</td>
<td>0.85</td>
<td>0.912</td>
<td>0.014</td>
<td>12.79</td>
<td>929</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>85</td>
<td>0.75</td>
<td>0.854</td>
<td>0.011</td>
<td>16.00</td>
<td>714</td>
<td></td>
<td></td>
</tr>
<tr>
<td>011</td>
<td>65</td>
<td>0.95</td>
<td>0.983</td>
<td>0.033</td>
<td>5.32</td>
<td>11</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>022</td>
<td>70</td>
<td>0.90</td>
<td>0.936</td>
<td>0.016</td>
<td>10.69</td>
<td>92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>75</td>
<td>0.95</td>
<td>0.990</td>
<td>0.042</td>
<td>4.18</td>
<td>51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>80</td>
<td>0.95</td>
<td>0.960</td>
<td>0.021</td>
<td>8.38</td>
<td>79</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>85</td>
<td>0.90</td>
<td>0.912</td>
<td>0.014</td>
<td>12.62</td>
<td>497</td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>90</td>
<td>0.80</td>
<td>0.849</td>
<td>0.010</td>
<td>16.94</td>
<td>376</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. Experimental (solid line) and simulation (dotted line) results for the six bent quartz samples studied (four bent with a curvature radius $R = 250$ mm and two with $R = 250$ mm), for a number of diffracting planes. Experimental rocking curves are normalized in height (their absolute peak values are given in Table I), and simulations are directly compared. The parameters used in the simulations are listed in Table II. The vertical origins of the curves have been shifted for clarity.
the final calculated profile. The same applies to $DW$ and the absorption coefficient. For most cases the variations in thickness were about 10–20% of the nominal values. It is however remarkable, that in one particular case (reflection (330)) the thickness had to be increased to $t = 150 \mu$m in order to adjust the width to the experimental value. We do not have a sensible explanation for that. It could be that the model fails for this reflection ($c \sim 1039$) but in other cases, also with large $c$ ($c \sim 929$ in (300) $R = 150$ mm) reasonable results are obtained. However, the dispersion of the adjusted thickness values with respect to the nominal one seems to be more accentuated than what we expected for real variations in thickness. Whether this “effective” thickness could take into account other sources of inaccuracies would need further studies. It is interesting to point out that similar problems have been found when applying the lamellar method [15,24] to the study of neutron diffraction profiles for bent germanium crystals [33].

5. Conclusion

This work presented an experimental and numerical study of alpha-quartz rocking curves at 20 keV. The dependence of the diffraction profiles on the curvature radius, crystal thickness, absorption coefficient, temperature factor and other parameters has been studied using a lamellar computer model. Experimental results have been compared with simulations with quite good agreement, although in one case an exaggerated thickness was found. It is remarkable that the model gives good results even for high values of the $c$ parameter, contrary to what was expressed in literature. It was found essential to include good values of the temperature factor in order to get good experimental-theory agreement. It can be concluded that the lamellar model is a robust method to \textit{ab initio} compute diffraction profiles of alpha-quartz bent crystals used in monochromators and spectrometers.
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